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Problem 1: Value Iteration & Policy Iteration

1.1: Contraction Mapping



Problem 1: Value Iteration & Policy Iteration
Fixed point definition:

A point/vector              is a fixed point of an operator      if 

Banach Fixed Point Theorem:

If     is a     -contraction mapping, then:

●      has a unique fixed point
●                 , the sequence                            converges to      in a geometric fashion:

                                     thus

Ref: Lecture 4 of DeepMind & UCL RL Lecture Series 2021 https://deepmind.com/learning-resources/reinforcement-learning-series-2021 

https://deepmind.com/learning-resources/reinforcement-learning-series-2021


Problem 1: Value Iteration & Policy Iteration

Policy Evaluation



Problem 1: Value Iteration & Policy Iteration
Policy Iteration

Note the 
difference 

between sync 
and async Policy 

Iteration



Problem 1: Value Iteration & Policy Iteration
Value Iteration

Note the 
difference 

between sync 
and async 

Value Iteration



Problem 1: Value Iteration & Policy Iteration

Synchronous and Asynchronous Policy Iteration/Value Iteration



Problem 1: Value Iteration & Policy Iteration

Synchronous and Asynchronous Policy Iteration/Value Iteration

Example: synchronous and randperm asynchronous Value Iteration in 4 × 4 Frozen Lake Environment
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Problem 1: Value Iteration & Policy Iteration

Problem 1.5: Manhattan distance as heuristic function

More about heuristic: [1] http://theory.stanford.edu/~amitp/GameProgramming/Heuristics.html

1. Compute the heuristic function for all the states in advance

2. Sweep the states ordered by the pre-computed heuristic function (in this case, Manhattan distance)

Manhattan distance between some state S and goal G

Illustration of Manhattan distance as heuristic [1]

http://theory.stanford.edu/~amitp/GameProgramming/Heuristics.html


Problem 1 Q & A
1. Will I get the same iteration number in PI/VI and same policy every time?

Yes, you are expected to get same results every time you run the experiment.



Problem 2: Bandits



Estimating Expected Reward

● Average of rewards 
received at a given time 
step

● Unbiased
● High Variance  

● Average of expected 
rewards conditioned on the 
policy 

● Unbiased
● Lower Variance
● Remember to still use Rt for 

the agent’s update  



Efficient Q-Updates

Use This

Don’t Use This



Problem 2.7 - Correlated Rewards

I.I.D. Rewards Correlated Rewards

Non-Diagonal



Questions?


